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Background Crystals (by example)

Lie algebras and crystals (sl3)

The standard generators of sl3 are:

E1 =

 0 1 0
0 0 0
0 0 0

 , F1 =

 0 0 0
1 0 0
0 0 0

 ,
E2 =

 0 0 0
0 0 1
0 0 0

 , F2 =

 0 0 0
0 0 0
0 1 0

 .
Any finite dimensional representation decomposes (as a vector space)
into the direct sum of weight spaces.

The standard generators move you from one weight space to another in a
predictable way.
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Background Crystals (by example)

Crystals

2 dim

There are 6 one dimensional weight spaces and 1 two dimensional
weight space.
The generators F1 and F2 act between weight spaces.
There are 4 distinguished one dimensional spaces in the middle.
If we use Uq(sl3) and ‘rescale’ the operators, then ‘at q = 0’, they match
up. You get a colored directed graph.
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Often the vertices of the crystal graph can be parametrized by
combinatorial objects.
Then the combinatorics gives information about representation theory,
and vise-versa.
Here you see that the graded dimension of the representation is the
generating function for semi-standard Young tableaux.

If we use Uq(sl3) and ‘rescale’ the operators, then ‘at q = 0’, they match
up. You get a colored directed graph.
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Background The infinity crystal

Direct limit of crystals

Bω1+2ω2⋃
Bω1+ω2

There is a crystal B(λ) for each dominant integral weight λ.

{B(λ)} forms a directed system.

The limit of this system is B(∞).
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Background The infinity crystal

Direct limit of crystals

Bω1+2ω2⋃
Bω1+ω2

We want to realize all this combinatorics explicitly.

That means understanding B(∞), and all the embeddings
B(λ) ↪→ B(∞), how all B(λ)⊗ B(µ) decompose... .

MV polytopes are one way to do this.
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Three constructions of MV polytopes From PBW bases

PBW bases and parameterizations of B(−∞)

Each reduced expression w0 = si1si2 · · · siN , gives an order

αi1 = β1 < β2 < . . . < βN

on positive roots.

Lusztig defines corresponding elements Fβj in U−q (g)βj .

{F(n1)
β1
· · ·F(nN)

βN
} is a crystal basis for U−(g) (the PBW basis).

In particular, these monomials index B(∞).

There is one parameterization of B(∞) for each expression for w0....it is
natural to ask how they are related.

In a sense MV polytopes give an answer: We record each monomial as a
path in weight space, and this is the 1-skeleton of the MV polytope.
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Three constructions of MV polytopes From PBW bases

Example for sl3

−α1 −α2

In this case there are exactly two reduced expressions for w0:

i1 := s1s2s1 and i2 := s2s1s2.

One finds that, e.g.,

(Fi1
α2

)(1)(Fi1
α1+α2

)(2)(Fi1
α1

)(3) = (Fi2
α1

)(4)(Fi2
α1+α2

)(1)(Fi2
α2

)(2) mod q.
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Three constructions of MV polytopes From PBW bases

Characterization of MV polytopes

−α1 −α2

µ2

µ1

µ2

µ1

It is natural to ask which polytopes show up in this way.
For rank two cases, this can be done using tropical Plücker relations.
Equivalently, the conditions can be given in terms of the two diagonals:
• Both have slope at most the corresponding simple root.
• For one of the diagonals, the slope is equal to the simple root.
Remarkably, understanding rank 2 is enough! A polytope is MV exactly
if all its rank 2 faces are MV polytopes of the right types.
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Three constructions of MV polytopes From PBW bases

Properties of MV polytopes

−α1 −α2

All edges are parallel to roots (here α1, α2, α1 + α2).
Any path from bottom to top that passes through exactly one edge
parallel to each root uniquely determines an MV polytope.
The crystal operators fi just increase the length of the bottom edge in a
well chosen path, and adjust the rest of the polytope accordingly.
B(λ) ⊂ B(∞) is the set of polytopes contained in a fixed ambient
polytope.
Tensor product multiplicities are given by counting MV polytopes
subject to conditions on top and bottom edge lengths.

We’ll now look at several places these polytopes arise (quiver varieties
and KLR algebras, as well as PBW bases). These constructions make
sense in affine type, and are used to figure out what affine MV polytopes
should be.
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Three constructions of MV polytopes From quiver varieties

Quiver varieties (for sl5)

Q =
- - -

� � �i i i i1 2 3 4 .

The preprojective algebra is the path algebra of Q modulo the relations

∗i1 -
� i2 = 0,

∗i1 -
� i2 =

∗i2 -
� i3 ,

∗i2 -
� i3 =

∗i3 -
� i4 ,

∗i3 -
� i4 = 0.

Fix an I-graded vector space V of dimension v. Lusztig’s quiver variety
Λ(v) is the variety of representations of Λ on V .

Kashiwara-Saito showed that
∐

v IrrΛ(v), the union of all irreducible
components of all Λ(v), naturally realizes B(∞).

We often identify v with the element
∑

I viαi in the root lattice.
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Three constructions of MV polytopes From quiver varieties

MV polytopes from quiver varieties

Theorem (basically due to Baumann-Kamnitzer)

Fix b ∈ B(∞) and let Zb be the corresponding component in some Λ(v).
Fix π ∈ Zb generic, and let T = (π,V) be the corresponding representation.
Then the MV polytope MVb is the convex hull of the dimension vectors of all
subrepresentations of T.
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Three constructions of MV polytopes From quiver varieties

Harder-Narasimhan filtrations and Lusztig data

Recall that reduced expressions for w0 are in bijection with “biconvex"
orders β1 ≺ · · · ≺ βN on positive roots.
Fix a representation T of Λ. For each such biconvex order, there is a
unique filtration

T = TN ⊇ TN−1 ⊇ · · · ⊇ T1 ⊇ T0 = 0

of T such that
• dim Tk/Tk−1 is a multiple of βk.
• For j < k, Hom(Tj/Tj−1,Tk/Tk−1) = 0.
The Lusztig data ak with respect to this expression (i.e. the exponents in
Lusztig’s monomial) for Z ∈ B(∞) are defined by dim Tk/Tk−1 = akβk

for T ∈ Z generic.
When the convex order is by argument for some linear function
c : h∗ → C taking all positive roots to the upper half plan, this is the
usual Harder-Narasimhan filtrations.
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Three constructions of MV polytopes From quiver varieties

sl4 example

In fact, the sub-quotients Tk/Tk−1 are all direct sums of predictable
modules Rk.

The modules Rk can be defined recursively as the unique modules of
dimension βk which admit no Homs from Rj for j < k. They can also be
explicitly defined in terms of reflection functors.
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Three constructions of MV polytopes From quiver varieties

sl4 example

Consider the expression w0 = s1s2s3s2s1s2.
The corresponding ordering of the positive roots is
α1 < α1 + α2 < α1 + α2 + α3 < α3 < α2 + α3.

The indecomposable representations Ri
β are

Ri
α1

=

Ri
α1+α2

=

Ri
α1+α2+α3

=

Ri
α3

=

Ri
α2+α3

=

Ri
α2

=

1

1 2

1 2 3

3

2 3

2
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Three constructions of MV polytopes From categorification (KLR algebras)

KLR algebras and crystals

Definition
The type g Khovanov-Lauda-Rouquier algebras are a family of algebras R(ν)
for ν =

∑
i niαi a positive sum of simple roots.

There are inclusions R(ν)× R(γ) ↪→ R(ν + γ).

⊕νgrepR(ν), the direct sum of the cagteories of Z-graded
representations, categorifies U−q (g).

The simple modules (up to grading shift) index the crystal B(∞) (and
actually better, they are a canonical basis).
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Three constructions of MV polytopes From categorification (KLR algebras)

Some generators and relations that probably won’t help

R(ν) can be described in terms of pictures of strings, with ni strings of each
color. In this way, the generators are things like

i1 i2 in

· · ·

ei

i1 ij in

· · ·· · ·

yj

i1 ij ij+1 in

· · ·· · ·

ψj

And there are some relations:
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Three constructions of MV polytopes From categorification (KLR algebras)

Some generators and relations that probably won’t help

i j

=

i j

unless i = j

i i

=

i i

+

i i

i i

=

i i

+

i i i i

= 0 and

i j

= Some stuff

ki j

=

ki j

unless i = k 6= j

ii j

=

ii j

+ Plus some stuff
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Three constructions of MV polytopes From categorification (KLR algebras)

MV polytopes from KLR algebras

Theorem (T.-Webster, building on Kleshchev-Ram)

Fix b ∈ B(∞), and let Lb be the corresponding simple.
The MV polytope MVb is the convex hull of the weights γ such that

R(γ)× R(ν − γ) ⊂ R(ν)

acts non-trivially on Lb.
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Three constructions of MV polytopes From categorification (KLR algebras)

Cuspidal decompositions and Lusztig data

Once again, Lusztig data (i.e. exponents in Lusztig’s monomials) has a
natural interpretation:

Theorem (McNamara)
For each convex order β1 ≺ · · · ≺ βN there are distinguished irreducibles Lk

of R(βk) such that: For each irreducible L there is a unique (ak) ∈ ZN
≥0 such

that L is the head of

IndR(ν)
R(β1)

×a1×···×R(βN)×aN
L×a1

1 � · · ·� L×aN
N .

The collection (ak) is the Lusztig data for L.
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Three constructions of MV polytopes Sketch of a proof

Sketch of proof

(not historical)

Theorem (Idea can be found in Baumann-Kamnitzer)

There is a unique map b→ Pb from B(∞) to polytopes such that, for any
b ∈ B(∞) and biconvex order αi = β1 ≺ β2 ≺ · · · ≺ βN = αj,

1 All edges are multiples of roots and Pb+ is a point.

2 a≺αj
(Pfjb) = a≺αj

(Pb)− 1, and for all other roots a≺α (Pfjb) = a≺α (Pb).

3 If a≺αj
(Pb) = 0, then for all α, a≺α (Pb) = a≺

′

sj(α)
(Pσj(b)).

This map takes each b ∈ B(∞) to its MV polytope MVb.

There is a unique path through any polytope satisfying (1) that follows
edge parallel to roots in the specified order; a≺αj

(Pb) is the length of the
edge parallel to α in that path.
σi(b) := (e∗i )maxf N

i (b) for large N is Saito’s reflection on B(∞).
e∗i is Kashiwara’s ∗-crystal operator.
≺′ is the order αj ≺′ sj(β1) ≺′ · · · ≺′ sj(βN−1).
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(Pb) = 0, then for all α, a≺α (Pb) = a≺

′

sj(α)
(Pσj(b)).

This map takes each b ∈ B(∞) to its MV polytope MVb.

There is a unique path through any polytope satisfying (1) that follows
edge parallel to roots in the specified order; a≺αj

(Pb) is the length of the
edge parallel to α in that path.
σi(b) := (e∗i )maxf N

i (b) for large N is Saito’s reflection on B(∞).
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Affine MV polytopes

Affine MV polytopes

In fact, these perspectives can all be extended to the affine case (for PBW
construction some work is still incomplete, but I’m pretty confident).

The construction in terms of Mirković-Vilonen cycles as of now cannot,
which is one reason I have not discussed that...although there are partial
results.

One must include some extra information in the ‘polytopes,’ but then
things like Lusztig data make sense.

The resulting objects are characterized by 2-faces (correctly interpreted).

There are really 3 steps: defining the polytopes, showing they exist, and
characterizing 2 faces (of types A1 × A1,A2,B2,G2,A

(1)
1 ,A(2)

2 ).
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Affine MV polytopes Definition

Definition of affine MV polytopes

Definition

Let g be an affine Kac-Moody algebra of rank r + 1. A type g MV polytopes
is a polytopes P, all of whose edges point in root directions, along with the
extra data of a partition λF associated to each (possible degenerate) r-face
parallel to δ, such that each 2-face S satisfies either:

1 The roots parallel to S form a rank 2 root system (of type
A1 × A1,A2,B2,G2), and S is an MV polytope of that type.

2 The roots parallel to S form a root system of type ŝl2 or A(2)
2 . S is a

Minkowski sum of a smaller polytope S′ with the line segment
∑

S⊂F λF.
For each edge e of S′ parallel to δ, let λe = λF for the unique r-face F
which contains e but does not contain S. Then S′ along with this
decoration is a type MV polytope for that rank 2 affine system.

We have given a combinatorial description of MV polytopes for both rank 2
affine cases, so this is a complete definition (I’ll show the ŝl2 case at the end).
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simple roots α0, α1 + α2.

Peter Tingley (Loyola-Chicago) MV polytopes Montreal Aug 21, 2012 22 / 28



Affine MV polytopes Definition

Example: a vertical face of an ŝl3 MV polytope
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Affine MV polytopes Definition

Statement of affine MV polytope theorem

Theorem (

Baumann-Kamnitzer-T. in symmetric type, T.-Webster in general

)

The affine MV polytopes can be used to realize B(∞) just as in finite type, and
have all the properties we want.

The hard step is to show that there are enough affine MV polytopes
according to this definition.

I don’t know any elementary way to see this. But we can construct them
all using KLR algebras.

The most important idea is a generalized notion of Lusztig data.
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Affine MV polytopes Construction from KLR algebras

Generalized Lusztig data (from KLR algebras).

.

...
...

...
...

...

α1

α2

α0

α1 + α2

α1 ≺ α1 + α2 ≺ α2 ≺ α1 + α2 + δ ≺ α1 + δ ≺ α1 + α2 + 2δ ≺ α2 + δ ≺ . . . δ · · · ≺ α0 + α2 ≺ α0 + α1 ≺ α0

...
...

...

α1

α1 + α2

α1

α1 + α2

α1

α1 + α2

α0

We need to discuss charges and Lusztig data in general

(well, for ŝl3).

A convex order on roots is a partial order such that the convex cones
generated by any initial segment and its corresponding final segment
intersect only at the origin.
It is enough to think about convex orders coming from stability
conditions (i.e. by angle).

For every such order, and every irrep L, we get a unique expression
L = A (L(θ1),L(θ2), · · · ,L(θk)) with θ increasing.
If there is only one root direction parallel to θ, L(θ) is associate to an
edge. Otherwise, to a higher-dimensional face.
Here L(π/2) is associated to an edge parallel to δ. Using Kostant
partition function, the number of possible such L in R(kθ) is the number
of pairs of partitions of total size k.
We need a good way to enumerate them by pairs of partitions.

The key idea is to look at degenerate orders.
Now something interesting happens: The “cuspidal" modules for π/2
form a ŝl2 crystal.
This crystal is many copies of B(−∞), and the highest weight elements
are indexed by partitions.
There are 2 degenerate orders that are “similar" to our original order. The
L decorating the vertical edge originally are of the form L1 ◦ L2 where
L1,L2 are highest weight in the two corresponding face crystals.

A degenerate order defines a vertical face of each PL.
We attach to this face the decoration of the highest weight element in the
component of L(π/2) for the face crystal.
The key to showing this decoration has the right properties is that the
highest weight elements in the face crystal don’t interact with the
operators for the face crystal.
This is because, if Lh is highest weight and L′ is in the component of the
trivial, Lh ◦ L′ is irreducible.
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A convex order on roots is a partial order such that the convex cones
generated by any initial segment and its corresponding final segment
intersect only at the origin.
It is enough to think about convex orders coming from stability
conditions (i.e. by angle).

For every such order, and every irrep L, we get a unique expression
L = A (L(θ1),L(θ2), · · · ,L(θk)) with θ increasing.
If there is only one root direction parallel to θ, L(θ) is associate to an
edge. Otherwise, to a higher-dimensional face.
Here L(π/2) is associated to an edge parallel to δ. Using Kostant
partition function, the number of possible such L in R(kθ) is the number
of pairs of partitions of total size k.
We need a good way to enumerate them by pairs of partitions.

The key idea is to look at degenerate orders.
Now something interesting happens: The “cuspidal" modules for π/2
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form a ŝl2 crystal.
This crystal is many copies of B(−∞), and the highest weight elements
are indexed by partitions.
There are 2 degenerate orders that are “similar" to our original order. The
L decorating the vertical edge originally are of the form L1 ◦ L2 where
L1,L2 are highest weight in the two corresponding face crystals.

A degenerate order defines a vertical face of each PL.
We attach to this face the decoration of the highest weight element in the
component of L(π/2) for the face crystal.
The key to showing this decoration has the right properties is that the
highest weight elements in the face crystal don’t interact with the
operators for the face crystal.
This is because, if Lh is highest weight and L′ is in the component of the
trivial, Lh ◦ L′ is irreducible.

Peter Tingley (Loyola-Chicago) MV polytopes Montreal Aug 21, 2012 24 / 28



Affine MV polytopes Construction from KLR algebras

Generalized Lusztig data (from KLR algebras).

.

...
...

...
...

...

α1

α2

α0

α1 + α2

α1 ≺ α1 + α2 ≺ α2 ≺ α1 + α2 + δ ≺ α1 + δ ≺ α1 + α2 + 2δ ≺ α2 + δ ≺ . . . δ · · · ≺ α0 + α2 ≺ α0 + α1 ≺ α0

...
...

...

α1

α1 + α2

α1

α1 + α2

α1

α1 + α2

α0

We need to discuss charges and Lusztig data in general (well, for ŝl3).
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A convex order on roots is a partial order such that the convex cones
generated by any initial segment and its corresponding final segment
intersect only at the origin.
It is enough to think about convex orders coming from stability
conditions (i.e. by angle).

For every such order, and every irrep L, we get a unique expression
L = A (L(θ1),L(θ2), · · · ,L(θk)) with θ increasing.
If there is only one root direction parallel to θ, L(θ) is associate to an
edge. Otherwise, to a higher-dimensional face.
Here L(π/2) is associated to an edge parallel to δ. Using Kostant
partition function, the number of possible such L in R(kθ) is the number
of pairs of partitions of total size k.
We need a good way to enumerate them by pairs of partitions.

The key idea is to look at degenerate orders.
Now something interesting happens: The “cuspidal" modules for π/2
form a ŝl2 crystal.
This crystal is many copies of B(−∞), and the highest weight elements
are indexed by partitions.
There are 2 degenerate orders that are “similar" to our original order. The
L decorating the vertical edge originally are of the form L1 ◦ L2 where
L1,L2 are highest weight in the two corresponding face crystals.

A degenerate order defines a vertical face of each PL.
We attach to this face the decoration of the highest weight element in the
component of L(π/2) for the face crystal.
The key to showing this decoration has the right properties is that the
highest weight elements in the face crystal don’t interact with the
operators for the face crystal.
This is because, if Lh is highest weight and L′ is in the component of the
trivial, Lh ◦ L′ is irreducible.

Peter Tingley (Loyola-Chicago) MV polytopes Montreal Aug 21, 2012 24 / 28



Affine MV polytopes Construction from KLR algebras

Generalized Lusztig data (from KLR algebras).

.

...
...

...
...

...

α1

α2

α0

α1 + α2

α1 ≺ α1 + α2 ≺ α2 ≺ α1 + α2 + δ ≺ α1 + δ ≺ α1 + α2 + 2δ ≺ α2 + δ ≺ . . . δ · · · ≺ α0 + α2 ≺ α0 + α1 ≺ α0

...
...

...

α1

α1 + α2

α1

α1 + α2

α1

α1 + α2

α0

We need to discuss charges and Lusztig data in general (well, for ŝl3).
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form a ŝl2 crystal.
This crystal is many copies of B(−∞), and the highest weight elements
are indexed by partitions.
There are 2 degenerate orders that are “similar" to our original order. The
L decorating the vertical edge originally are of the form L1 ◦ L2 where
L1,L2 are highest weight in the two corresponding face crystals.

A degenerate order defines a vertical face of each PL.
We attach to this face the decoration of the highest weight element in the
component of L(π/2) for the face crystal.
The key to showing this decoration has the right properties is that the
highest weight elements in the face crystal don’t interact with the
operators for the face crystal.
This is because, if Lh is highest weight and L′ is in the component of the
trivial, Lh ◦ L′ is irreducible.

Peter Tingley (Loyola-Chicago) MV polytopes Montreal Aug 21, 2012 24 / 28



Affine MV polytopes Construction from KLR algebras

Generalized Lusztig data (from KLR algebras).

. ...
...

...
...

...

α1

α2

α0

α1 + α2

α1 ≺ α1 + α2 ≺ α2 ≺ α1 + α2 + δ ≺ α1 + δ ≺ α1 + α2 + 2δ ≺ α2 + δ ≺ . . . δ · · · ≺ α0 + α2 ≺ α0 + α1 ≺ α0

...
...

...

α1

α1 + α2

α1

α1 + α2

α1

α1 + α2

α0

We need to discuss charges and Lusztig data in general (well, for ŝl3).
A convex order on roots is a partial order such that the convex cones
generated by any initial segment and its corresponding final segment
intersect only at the origin.
It is enough to think about convex orders coming from stability
conditions (i.e. by angle).

For every such order, and every irrep L, we get a unique expression
L = A (L(θ1),L(θ2), · · · ,L(θk)) with θ increasing.
If there is only one root direction parallel to θ, L(θ) is associate to an
edge. Otherwise, to a higher-dimensional face.
Here L(π/2) is associated to an edge parallel to δ. Using Kostant
partition function, the number of possible such L in R(kθ) is the number
of pairs of partitions of total size k.
We need a good way to enumerate them by pairs of partitions.

The key idea is to look at degenerate orders.

Now something interesting happens: The “cuspidal" modules for π/2
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α0

α1 + α2

α1 ≺ α1 + α2 ≺ α2 ≺ α1 + α2 + δ ≺ α1 + δ ≺ α1 + α2 + 2δ ≺ α2 + δ ≺ . . . δ · · · ≺ α0 + α2 ≺ α0 + α1 ≺ α0

...
...

...

α1

α1 + α2

α1

α1 + α2

α1

α1 + α2

α0

We need to discuss charges and Lusztig data in general (well, for ŝl3).
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generated by any initial segment and its corresponding final segment
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edge. Otherwise, to a higher-dimensional face.
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This is because, if Lh is highest weight and L′ is in the component of the
trivial, Lh ◦ L′ is irreducible.
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ŝl3 example again

(2,1)
(2) (2)
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Affine MV polytopes Rank 2 combinatorics

The rank 2 polytopes

The final step is to understand rank 2. We do this by guessing the
combinatorics, then showing that it has enough properties in common
with the KLR-polytopes that they must agree.

Recall the ŝl2 root system:

...
...

...
...

...

α0

α0 + δ

α0 + 2δ

α0 + 3δ

.
α1

α1 + δ

α1 + 2δ

α1 + 3δ

kδ

So the underling polytope should have all edges parallel to these roots.
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Affine MV polytopes Rank 2 combinatorics

ŝl2 MV polytopes

µ1

µ2 = µ3 = · · ·

µ1 = µ2 = · · ·

µ1

= µ3 = µ2

= µ4 = µ3

µ2

µ1

Theorem (B-D-K-T)

There is a unique decorated polytope of this type

for any choice of edge lengths on the right side.

These, along with natural crystal operators,

realize B(∞).

They have all the properties we want.

• (µk − µk−1, ω1) ≤ 0 and (µk − µk−1, ω0) ≤ 0,

with at least one of these being an equality.

• (µk − µk−1, ω0) ≥ 0 and (µk − µk−1, ω1) ≥ 0
with at least one of these being an equality.

• Either λ = λ, or λ is obtained from λ

by adding or removing a single part

of size the width of the polytope.

• λ1, λ1 are at most the width of the polytope.

•
•
•

••

•
•

•

•
•

3α1

α1 + δ

α0

6α1

α1 + δ

2(α0 + 2δ)

α0 + δ

α0

12δ
4δ

8δ

2δ

δ

δ

2δ

δ

δ
•
•
•

•
•
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ŝl2 MV polytopes

µ1

µ2 = µ3 = · · ·

µ1 = µ2 = · · ·

µ1

= µ3 = µ2

= µ4 = µ3

µ2

µ1

Theorem (B-D-K-T)

There is a unique decorated polytope of this type

for any choice of edge lengths on the right side.

These, along with natural crystal operators,

realize B(∞).

They have all the properties we want.

• (µk − µk−1, ω1) ≤ 0 and (µk − µk−1, ω0) ≤ 0,

with at least one of these being an equality.

• (µk − µk−1, ω0) ≥ 0 and (µk − µk−1, ω1) ≥ 0
with at least one of these being an equality.

• Either λ = λ, or λ is obtained from λ

by adding or removing a single part

of size the width of the polytope.

• λ1, λ1 are at most the width of the polytope.

•
•
•

••

•
•

•

•
•

3α1

α1 + δ

α0

6α1

α1 + δ

2(α0 + 2δ)

α0 + δ

α0

12δ
4δ

8δ

2δ

δ

δ

2δ

δ

δ
•
•
•

•
•

Peter Tingley (Loyola-Chicago) MV polytopes Montreal Aug 21, 2012 27 / 28



Affine MV polytopes Rank 2 combinatorics
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ŝl2 MV polytopes

µ1

µ2 = µ3 = · · ·

µ1 = µ2 = · · ·

µ1

= µ3 = µ2

= µ4 = µ3

µ2

µ1

Theorem (B-D-K-T)

There is a unique decorated polytope of this type

for any choice of edge lengths on the right side.

These, along with natural crystal operators,

realize B(∞).

They have all the properties we want.

• (µk − µk−1, ω1) ≤ 0 and (µk − µk−1, ω0) ≤ 0,

with at least one of these being an equality.

• (µk − µk−1, ω0) ≥ 0 and (µk − µk−1, ω1) ≥ 0
with at least one of these being an equality.

• Either λ = λ, or λ is obtained from λ

by adding or removing a single part

of size the width of the polytope.

• λ1, λ1 are at most the width of the polytope.

•
•
•

••

•
•

•

•
•

3α1

α1 + δ

α0

6α1

α1 + δ

2(α0 + 2δ)

α0 + δ

α0

12δ
4δ

8δ

2δ

δ

δ

2δ

δ

δ

•
•
•

•
•

Peter Tingley (Loyola-Chicago) MV polytopes Montreal Aug 21, 2012 27 / 28



Affine MV polytopes Rank 2 combinatorics
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