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This study investigates the relationship between ground-level ozone
variability and synoptic weather conditions in the Chicago area in the
summertime over the period 1990–2014. It shows that the occurrence
of dry tropical (DT) weather conditions is most likely to lead to high
ozone concentrations. Both the 95th percentile of summertime daily
maximum 8-hour-average ozone concentrations and the number of
days N70 ppb are shown to have a greater and more significant correla-
tionwithDTweather in recent years (2004–2014) than in the preceding
period (1990–2003), indicating an increased dependence of ozone on
DT weather. The DT weather is shown to be associated with increased
geopotential height, warmer temperature, and slower eastward wind
at 500 hPa and also with warmer temperature and increased northward
wind near the surface. The results have implications for the likely effect
of future climate change on ozone as a result of modified synoptic
weather conditions. More frequent episodes of high ozone concentra-
tions can be expected, leading to worsened effects on public health
and the environment. It will also make it increasingly challenging for
Chicago to attain the National Ambient Air Quality Standard for ozone,
which has recently been tightened by the U.S. Environmental Protection
Agency.
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1. Introduction

Ground-level ozone (O3) is an important air pollutant. Breathing O3 can trigger a variety of health prob-
lems, particularly for children, the elderly, and people of all ages who have lung diseases such as asthma
(Bell et al., 2004; Bell et al., 2007; Lippmann, 1993). It can also have harmful effects on sensitive vegetation
and ecosystems (Fishman et al., 2010; Heagle, 1989; Kline et al., 2008). Ground-level O3 is formed through
photochemical oxidation of carbon monoxide and volatile organic compounds (VOC) by the hydroxyl radical
(OH) in the presence of nitrogen oxides (NOx). Ozone is removed from the atmosphere by its chemical reac-
tionwith NOx and its photolysis in the presence of water vapor, as well as by dry deposition (Jacobson, 2002).
The production of ground-level O3 is affected not only by the emissions of its precursors (i.e., NOx and VOC),
but also bymeteorological conditions. Ozone production is greater onwarm, sunny days when the air is stag-
nant than on days when it is cool, cloudy, and windy (Cox and Chu, 1996; Lee et al., 2012). The influences of
meteorology on O3 include the transport of O3 and its precursors (i.e., NOx and VOC) by air flow, aswell as the
temperature and amount of sunlight, which both affect the chemical reaction rates of O3 production and
destruction.

The U.S. Clean Air Act of 1970 requires the U.S. Environmental Protection Agency (US EPA) to set National
Ambient Air Quality Standards (NAAQS) for O3 and other pollutants that are considered harmful to public
health and the environment (so-called “criteria” pollutants). The primary NAAQS for O3 (to protect public
health) and the secondary NAAQS (to protect public welfare) had both been set at the level of 75 ppb, mea-
sured as the annual fourth–highest daily maximum 8-hr concentration, averaged over three years. After an
extensive review of the health effects of O3 by the Clean Air Scientific Advisory Committee, the US EPA tight-
ened the ambient standard to 70 ppb in October 2015, with the intention to extend the health protection to
people at higher risk of O3 pollution (e.g., people with respiratory conditions) and sensitive ecosystems (US
EPA, 2015).

Ozone levels are usually limited by the supply of NOx, but O3 can also be VOC-limited in highly-polluted
urban areas (Jacob and Winner, 2009). Ozone control strategies include reducing VOC and NOx emissions.
NOx emissions come mainly from combustion activities, while VOC have both anthropogenic and biogenic
sources (Jacobson, 2002). Efforts in the U.S. since 1998 have focused on controlling NOx emissions. Because
of the effects of regulatory actions since the passage of the Clean Air Act and its 1977 Amendments, national
average O3 concentrations in the U.S. decreased by 22% from 1983 to 2002. The number of high surface O3

events was also reduced in most cities during this period (US EPA, 2003). Both of these achievements reflect
the success of efforts made by the US EPA and state and tribal agencies to drive down emissions of the O3 pre-
cursors, NOx and VOC. Nevertheless, the rate of improvement in O3 levels slowed in the recent decade (a de-
crease of only 13% in national average O3 concentrations from 2000 to 2010), andmanymetropolitan areas of
the U.S. continue to violate the NAAQS for O3, including Chicago (US EPA, 2012). The diminishing returns of
emission reductions on O3 concentrations at least partly reflect the growing importance of weather.

It has been known for many years that ground-level O3 is highly dependent on weather (see, e.g.,
Bloomfield et al., 1996; Camalier et al., 2007; Cox and Chu, 1996; Lee et al., 2012; Shen et al., 2015). Several
studies have attempted to quantify the effect of meteorological variability on O3 concentrations, with values
such as 53% for the Chicago area (Jing et al., 2014), 56–80% for 39 eastern U.S. urban areas (Camalier et al.,
2007), and 50–80% for 74 areas across the easternU.S. (Davis et al., 2011). Because of this sensitivity toweath-
er, it follows that climate change should influence O3 (Bell et al., 2007; Holloway et al., 2008; Jacob and
Winner, 2009; Oswald et al., 2015). Warmer temperatures can be expected to lead to higher O3 concentra-
tions due to a greater O3 production rate, as well as to increased production of biogenic emissions of VOC
and NOx (Lin et al., 2007). In addition, anthropogenic emissions of NOx in summertime are expected to in-
crease in a warmer climate due to greater energy consumption for summertime cooling (Hadley et al.,
2006; Lin et al., 2010; McDonald et al., 2012).

Climate change could also affect O3 through modifications of synoptic-scale weather systems. It has been
shown that climate change has resulted in decreased frequency ofmid-latitude cyclones (Key andChan, 1999;
Knapp and Soulé, 2007). It has also been found that summertime O3 concentrations are negatively correlated
with mid-latitude cyclone frequencies; the decreased frequency of mid-latitude cyclones between 1980 and
2006, which resulted in more stagnant weather, largely offset the improvement in O3 in the eastern U.S. that
was obtained by reducing anthropogenic emissions (Leibensperger et al., 2008). It has also been predicted
that cyclone activities will continue to decrease in the future due to climate change (Turner et al., 2013)
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and that stagnation events will increase (Horton et al., 2014). It can therefore be expected that future climate
change will make it harder and harder to bring U.S. urban areas into compliance with the new O3 NAAQS, es-
pecially if further reductions in precursor emissions are of diminishing value (Downey et al., 2015). In concert
with the increasing role ofweather in determiningO3 levels, it would seem that any predictive capability (see,
e.g., Santurtún et al., 2015) could potentially be used for implementing pollution alert protocols on the basis of
synoptic weather forecasts.

Chicago is the third largest metropolitan area in the U.S. In 2012, the US EPA made final designations on
compliance with the previous 75 ppb O3 standard. The greater Chicago area—consisting of eight Illinois (IL)
counties (two of thempartial), two northwest Indiana (IN) counties, and one southeastWisconsin (WI) coun-
ty (partial)—was designated to be in marginal nonattainment (i.e., having a design value of 0.076 ppm up to
but not including 0.086 ppm), based onmonitoring data, state recommendations, and related technical infor-
mation. Under the new 70 ppb NAAQS standard for O3, additional areas might have to be designated as
nonattainment in the future.

While the reduction of NOx emissions in recent years has lowered theNO2 concentration in the region, the
meanO3 concentration has shown no obvious decrease in the past decade andmay even have increased since
2009 (Jing et al., 2014). This indicates that O3 in Chicago has become less sensitive to NOx and may have be-
come more sensitive to VOC. The trends in precursor emissions and resulting O3 concentrations also suggest
that weather is becoming an increasingly important determinant of O3 formation. There have been previous
modeling studies to project O3 in the Chicago area under the effect of climate change (Hayhoe et al., 2010;
Holloway et al., 2008; Lin et al., 2010). Because O3 is a regional pollutant, not directly tied to point sources
of emissions, this present study examines how O3 concentrations are influenced by regional-scale weather
phenomena (as distinct from local-scale meteorological conditions). This study focuses on synoptic weather
types, which can be defined as characterizations of theweather occurring over a wide area—typically ranging
from 500 to 10,000 km—on a time scale N12 h.

The objectives of this study are therefore: (1) to investigate the relationships between O3 and different
synoptic weather conditions from 1990 to 2014, and (2) to assess how the impact of weather on O3 changed
during the period 1990 to 2014. This analysis provides insight into the sensitivity of O3 to present-dayweather
and to potential future modifications to weather arising from climate change. The results have implications
not only for the Chicago area but for all major metropolitan areas of the U.S. that have similar problems
attaining the O3 NAAQS today and in the future.
Fig. 1. Locations of the nine US EPA O3monitoring sites (blue dots) used in this study and theweather station at O′Hare International Air-
port (red diamond). The purple box defines the region of interest―the Chicago area. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Image of Fig. 1
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2. Data and methods

Summary air quality data are obtained for the period 1990–2014 from the US EPA Air Quality System
(AQS), a repository of ambient air quality measurements from N10,000 monitors nationwide (http://www.
epa.gov/ttn/airs/airsaqs/). Daily maximum 8-hour-average (DMA8) O3 values are retrieved for the ninemon-
itoring sites that have continuous O3 observations in the Chicago area throughout the period 1990–2014. The
locations of these nine monitoring sites are shown in Fig. 1 as solid blue circles. The site codes of the nine O3

monitoring sites are: 1. 17-031-0001; 2. 17-031-0032; 3. 17-031-1003; 4. 17-031-4002; 5. 17-031-7002; 6.
17-043-6001; 7. 17-089-0005; 8. 17-111-0001; 9. 17-201-2001. Using the DMA8 O3 values, we calculate
the summertime (May to August) 95th percentile of O3 and the number of days when O3 concentrations
exceeded 70 ppb for each monitoring site. The summertime 95th percentile is used because it is closest to
the 4th highest DMA8 value, which the US EPA uses to assess the status of ozone attainment.

In order to analyze the relationship between O3 and synoptic weather conditions, this study employs the
results of the Spatial Synoptic Classification (SSC) (http://sheridan.geog.kent.edu/ssc.html). The SSC method
is a hybrid classification schemebased solely on surface observations ofmeteorological variables at an individ-
ualweather station, and, as such, it provides a convenient tool for classifying ambientweather conditions into
useful categories (Sheridan, 2002). The six basic SSC weather types are: dry moderate (DM), dry polar (DP),
dry tropical (DT), moist moderate (MM), moist polar (MP), and moist tropical (MT). Using surface-based ob-
servations of temperature, dew point, cloud cover, sea-level pressure, and south-north and west-east wind
components, the SSC method classifies the weather at a given location on a daily basis into one of the six
types, or as a transition (TR) between two weather types. Upper-level conditions are not taken into account.
In a sense, the SSCmethod develops aweather “calendar” for a given location. The results are available for 327
stations in North Americawith an average length of 45 years. This study uses the SSC data for the station at O′
Hare International Airport (shown as the red diamond in Fig. 1) for the period 1990–2014 to represent the
synoptic weather conditions in the Chicago area, which is defined by the purple box in Fig. 1.

The SSCmethod only uses surface-basedmeteorological observations to define the synoptic weather type.
However, surface weather is largely driven by and associated with atmospheric conditions aloft. This study
therefore further analyzes the relationship between O3 and meteorological conditions both near the surface
(at 10m altitude) and in themiddle troposphere (at 500 hPa pressure surface). The 500 hPa surface is chosen
because it is often referred to as the “steering level” of surfaceweather. Air flow at 500 hPa is normally used to
locate troughs and ridges that are associated with surface cyclones and anticyclones (Eagleman, 1985). Sur-
face weather systems move in the same direction as the winds at 500 hPa, and surface weather conditions
are highly correlated with those at 500 hPa (Lynch and Cassano, 2006). The meteorological variables used
in this study consist of pressure, temperature, specific humidity, and winds at 10 m and at 500 hPa (as listed
in Table 1). These data are obtained from the Incremental Analysis Updates (IAU) 2-D atmospheric single-
level diagnostics data of NASA's Modern Era Retrospective Analysis for Research and Applications (MERRA)
reanalysis (http://gmao.gsfc.nasa.gov/merra/). The MERRA dataset has been shown to have good accuracy
in representing climate variability and jet stream dynamics (Manney et al., 2014; Rienecker et al., 2011).
MERRA IAU 2-D atmospheric single-level diagnostics are available globally at 0.5° latitude by 0.67° longitude
grids every hour from 0:30 to 23:30 GMT. The MERRA data for the Chicago area are extracted for the 1990–
Table 1
Meteorological variables used in this study.

Variable name Description Units

H1000 Geopotential height at 1000 hPa m
T10M Temperature at 10 m K
Q10M Specific humidity at 10 m kg/kg
U10M Eastward wind at 10 m m/s
V10M Northward wind at 10 m m/s
H500 Geopotential height at 500 hPa m
T500 Temperature at 500 hPa K
Q500 Specific humidity at 500 hPa kg/kg
U500 Eastward wind at 500 hPa m/s
V500 Northward wind at 500 hPa m/s

http://www.epa.gov/ttn/airs/airsaqs/
http://www.epa.gov/ttn/airs/airsaqs/
http://sheridan.geog.kent.edu/ssc.html
http://gmao.gsfc.nasa.gov/merra/
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2014 period, and the MERRA grids are shown in Fig. 1. Using these hourly data, daily mean values are calcu-
lated for every variable listed in Table 1 within the Chicago area.

For every summer (May to August) in 1990–2014, we calculated the frequency of different SSC types, the
mean values of the MERRAmeteorological variables, and the 95th percentile of EPA DMA8 O3. Linear regres-
sions were used to examine the trends of O3, the relationship between O3 and SSC weather, and the relation-
ship between SSC and meteorological variables.

3. Results

This study examines the relationship between O3 concentrations and SSC weather types in the Chicago
area during the period 1990–2014. It focuses on the summermonths (May to August) when high O3 episodes
occur.

3.1. Relationship of O3 with SSC weather types

We first examined the frequency of occurrence of the different SSC types in summer in Chicago,
segmenting the data into five-year periods. The results are shown in Fig. 2. This bar chart shows that, as
would be expected, Chicago is influenced in the summertime by warm weather (i.e., the MT, DM, and MM
types) more frequently than by cold weather (DP and MP). The occurrence of warm and moist MT weather
is themost frequentweather type, which is caused by arrival into the Chicago area of air masses that originat-
ed in the Gulf of Mexico or the tropical Atlantic Ocean. The warm, moist air masses from the Gulf region can
frequently penetrate deep into the central U.S. in summermonthswhen there is a general sea-to-land air flow
over southeasternNorthAmerica (Lutgens et al., 2015). The presence ofMTweather is usually associatedwith
the warm sector of a mid-latitude cyclone or the western edge of an anticyclone. The second highest occur-
rence is mild and dry DMweather, which is usually the result of cold, dry DP air modified by the warmer sur-
face as it travels southward from Canada. It should be noted in Fig. 2 that dry and hot DT weather occurs least
frequently among all the SSC types. There are no dramatic changes in the frequency of occurrence of different
weather types over the 25-year time period, but it does appear that the relative frequency of occurrence of DT
weather increased during the period 2000–2014, which may be important (see later discussion).

We next assigned measured summertime O3 levels to the seven different SSC types for the nine O3 mon-
itoring stations that had continuous observations in the Chicago area from 1990 to 2014. The results are
shown in Fig. 3. This graphic shows that summertime DMA8 O3 mixing ratios are the highest in DT weather
conditions, averaging approximately 60 ppbwith excursions up to 100 ppb. This is because the driest and hot-
test DT air is usually associated with high pressure systems that produce clear-sky conditions, which permit
stronger solar radiation for greater photochemical production of O3. Fig. 3 also shows that, generally speaking,
warmer weather (DT andMT) is associated with higher O3 concentrations than colder weather (DP andMP).
It is rare that the O3 mixing ratio exceeds 70 ppb under DP, MM, MP, or TR conditions; it is only likely for DM,
DT, and MT. The MM weather, although warm, usually occurs with high cloud cover in summertime, which
inhibits photochemical O3 production (Davis et al., 2010). It is therefore associatedwith relatively lowO3 con-
centrations. There are no significant differences of this O3–SSC relationship across the nine monitoring sites.
Fig. 2. Frequency of occurrence of different SSC weather types in Chicago in the summertime in five-year bins from 1990 to 2014.

Image of Fig. 2


Fig. 3.Median DMA8 O3 mixing ratios by SSC air mass over the nine monitoring sites in the Chicago area in summertime for the period
1990–2014. Error bars are 5th and 95th percentiles.
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This is consistentwith the spatial homogeneity of data among theO3monitoring sites in the Chicago area (Jing
et al., 2014) and the fact that O3 is a regional air pollutant.

We next counted the number of dayswhen the DMA8O3mixing ratioswere greater than the equivalent of
the new NAAQS of 70 ppb for the different SSC types. A day is considered to be a “high-O3” day for Chicago if
the DMA8O3 value is N70 ppb at any of the nine sites. The results of this analysis are shown in Fig. 4. It can be
seen that the number of high-O3 days (solid blue portions of the histograms) are mainly associated with
warm, clear SSC types (MT, DM, and DT) and rarely with cold (MP and DP), high-cloud (MM), or transitional
(TR) types. In general, the number of high-O3 days has decreased during the 1990–2014 period, reflecting the
effectiveness of regulatory efforts during the past two decades to reduce emissions of the O3 precursors, NOx

and VOC. Only theDTweather type does not appear to be associatedwith a decrease in the number of high-O3

days; in fact, it seems to be associated with an increase since 2000.
According to Fig. 4, the number of high-O3 days overall was greatest in MT air, followed by DM air. This, of

course, is primarily due to the fact that summertime weather in Chicago is under the influence of these two
weather types more than any others, as was shown in Fig. 2 and is indicated by the relative sizes of the histo-
grams in Fig. 4. In order to examine which SSC type is most prone to the occurrence of high-O3 days, we cal-
culated the percentage of SSC days that had DMA8O3 N 70 ppb. These results are shown by the pink lineswith
open squares in Fig. 4. Among the SSC types, the percentage of high-O3 events in DT air is the highest. In the
past 25 years, when DTweather arrived in Chicago, the chance that the O3 mixing ratio would exceed 70 ppb
was 56%–88%. Therefore, DT weather clearly demonstrates the greatest susceptibility to high-O3 events
among all SSC types. The percentage of high-O3 days associated with each SSC weather type has generally
Fig. 4. The occurrence of SSC air mass types and high-O3 days (when DMA8O3 N 70 ppb) for different SSC air mass types in five-year bins
from 1990 to 2014. The histograms are the frequencies (in days per summer) for each SSC type thatwere associatedwith high-O3 (filled)
or non-high-O3 (empty) days. The percentages of SSC that had O3 exceeding 70 ppb and 75 ppb are shown as squares and circles,
respectively.

Image of Fig. 3
Image of Fig. 4
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decreased during the period 1990–2014, even for DT, which again reflects the effectiveness of emission con-
trols in loweringO3 concentrations. However, we can see that for each SSCweather type the decrease is not so
marked in recent years as in earlier years. For comparison to the oldNAAQS standard for O3,we also calculated
the percentage of days N75 ppb; the results are shown by the pink lines with solid circles in Fig. 4. Tightening
the threshold value from 75 ppb to 70 ppb increases the chances of O3 exceedances in all SSC types, and that
increase ismost significant inDT. This indicates that it will be challenging for Chicago to attain thenewNAAQS
standard for O3.

Because of its clear associationwith high-O3 occurrences, the DTweather typewas investigated further. In
order to statistically analyze the association between high-O3 occurrence and DT weather, we analyzed the
relationship between the 95th percentile of DMA8 O3 and the number of DT days during the summermonths
from 1990 to 2014 for the nine different O3monitoring sites. The results are shown in Figs. 5 and 6. According
to Fig. 5, there are good correlations of O3 95th percentile values among different monitoring sites, and they all
demonstrate a decreasing trend from1990 to 2014; by average, they decreased at a rate of 0.30±0.18 ppb/year
over the 25-year period (dashed blue line). This means that the general trend of O3 concentrations has been
decreasing, again indicating that reducing emissions had been successful in reducing the occurrence of high
O3 values in the Chicago area.

Fig. 5 also shows that the number of DT days increased at a rate of 0.26 ± 0.18 days/year from 1990 to
2014 (orange dashed line). However, it is apparent that this increasing trend is largely driven by the excep-
tionally hot year of 2012, when therewere 35 days of DTweather. Removing 2012 from the trend analysis re-
duces the rate of DT increase to 0.03 ± 0.09 days/year. Although there is no significant trend in the DT
frequency after the ‘outlier’ year 2012 is removed, we should still recognize the strong role that DT played
in causing O3 concentrations to increase in that year: values recorded at each of the nine monitoring sites
in 2012 lie above the long-term average concentration line. Values of the 95th percentile O3 concentrations
approaching 90 ppb were recorded in 2012, exceeding any of the 95th percentiles that had been experienced
in the preceding ten years. The extremely large number of DT days in 2012 in Chicago is related to the record-
high temperatures anddrought in 2012 in theMidwest,whichwas caused by a combination ofmeteorological
conditions: (1) reduced moisture transport from the Gulf of Mexico and reduced cyclone activities in late
spring; and (2) high pressure anomalies that remained in the region in summer, which not only produced
clear-sky weather but also inhibited the inflow of colder air from Canada (Hoerling et al., 2014).

Fig. 6 shows that there is a stronger andmore significant linear correlation between DT days andmean O3

95th percentile values in the more recent 2004–2014 period (correlation coefficient R = 0.832, p-value =
0.001) than in the previous 1990–2003 period (R = 0.415, p-value = 0.141). Excluding the year of 2012 in
the analysis results in an even stronger correlation (R = 0.967, p-value = 0.000) for the 2004–2014 period.
Fig. 5. The summertime 95th percentile values of DMA8 O3 concentrations at the nine monitoring sites versus the number of DT days in
Chicago in summertime during the period 1990–2014.

Image of Fig. 5


Fig. 6. Correlation between themean summertime 95th percentile of DMA8O3 averaged across the nine sites and the number of DT days
in Chicago in 1990–2003 (blue diamonds) and in 2004–2014 (pink circles). The R values represent the Pearson correlation coefficients of
the two variables in 1990–2003, in 2004–2014 excluding 2012, and in 2004–2014 including 2012. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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These results indicate a greater dependence of 95thO3 percentile values onDTweather in the recent 11 years,
which is not driven by the unusually hot year of 2012.

We examined the homogeneity of DT weather in the Chicago area by calculating the Pearson correlation
coefficients of DT frequency between the O′Hare International Airport station—which we have selected as
the basis for our SSC classifications in this work—and four other weather stations in the extended Chicago re-
gion for which SSC data are available. The results are shown in Table 2. There is a significant positive correla-
tion between DT frequencies at the O′Hare station and the four other SSC stations, as indicated by the high
correlation coefficients (ranging between 0.831 and 0.917) and low p-values (b0.05). Therefore, we conclude
that the designations of DT synoptic weather type for the Chicago region are well represented by the O′Hare
station.

In order to test the sensitivity of the results to the definition of “high-O3” concentration, we repeated the
above analysis using the 4th highest value, the summertime 98th percentile of O3, and the summertime 90th
percentile of O3. The results, shown in Table 3, demonstrate that using different definitions of “high-O3” con-
centration does not change the conclusion that O3 in the Chicago area has become increasingly dependent on
DTweather in themost recent 11 years. On average, a one-day increase in DTweather would result in a 1 ppb
increase in the average O3 mixing ratio in summertime in Chicago. It should also be noted that excluding the
data for 2012,when thenumber of DT dayswas the highest, causes O3 concentrations to increasemore rapidly
with DT days in the 2004–2014 period.

We used 2004 as the beginning year of the second period because there have been strengthened efforts to
further reduce the vehicle and power-plant emissions of NOx since 2004, which is an important precursor of
O3 formation. We tested using 2003 and 2005 to divide 1990–2014. They did not change the conclusion that
there was a greater O3–DT correlation in the more recent period than in the preceding period.
Table 2
Correlation of DT frequency between the O′Hare International Airport weather station (41.84°N, 87.68°W) and four other SSC stations in
the extended Chicago region.

Milwaukee, Wisconsin
(43.05°N, 87.95°W)

South Bend, Indiana
(41.67°N, 86.26°W)

Rockford,
Illinois
(42.26°N, 89.06°W)

Springfield, Illinois
(39.70°N, 89.62°W)

Pearson correlation coefficient (R) 0.831 0.883 0.917 0.904
p-Value 0.000 0.000 0.000 0.000

Image of Fig. 6


Table 3
Statistical parameters for theO3–DT relationship using the linear regressionmodel: y = b0 + b1x, inwhich y is O3mixing ratio in ppb and
x is the number of DT days. The Pearson correlation coefficient is given by R in the table.

DT and O3 95th
percentile

DT and O3 4th
highest

DT and O3 98th
percentile

DT and O3 90th
percentile

1990–2003 R = 0.415 R = 0.431 R = 0.436 R = 0.461
b1 = 1.03 ± 0.66 b1 = 1.12 ± 0.68 b1 = 1.28 ± 0.76 b1 = 0.99 ± 0.55
b0 = 68.00 ± 3.11 b0 = 71.66 ± 3.21 b0 = 76.57 ± 3.62 b0 = 61.20 ± 2.59

2004–2014 R = 0.832 R = 0.817 R = 0.804 R = 0.809
b1 = 0.53 ± 0.12 b1 = 0.55 ± 0.13 b1 = 0.60 ± 0.15 b1 = 0.46 ± 0.11
b0 = 61.65 ± 1.45 b0 = 64.57 ± 1.57 b0 = 68.60 ± 1.81 b0 = 57.29 ± 1.35

2004–2014, excluding 2012 R = 0.967 R = 0.941 R = 0.874 R = 0.948
b1 = 1.34 ± 0.13 b1 = 1.37 ± 0.18 b1 = 1.41 ± 0.28 b1 = 1.18 ± 0.14
b0 = 58.13 ± 0.80 b0 = 60.65 ± 1.12 b0 = 64.74 ± 1.77 b0 = 53.86 ± 0.89
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In order to test the implication of DT weather for Chicago's attainment status relative to the new NAAQS
standard for ozone, we also studied the relationship between the number of O3 N 70 ppb days and the number
of DT days. The results are shown in Fig. 7 and Table 4. For all sites except 17–031-1003 the correlation coef-
ficients are greater and the corresponding p-values are smaller for the period 2004–2014 than for the preced-
ing period 1990–2003 (Table 4), indicating amuch stronger andmore significant dependence of high-O3 days
on DT weather in the past 11 years. The site (17-031-1003) is located near the O′Hare International Airport
and is also closest to the weather station. The fact that it has a relatively weaker correlation with DT weather
may be because there is some influence of NOx from aircraft emissions on O3 concentrations at that site.

As previously shown in Fig. 3, O3 values are relatively high not only in DT but also in DM andMT weather
conditions. To be thorough, therefore, we also investigated the relationships between 95th percentile O3

values and the other two SSC types, DM and MT. The results in Table 5 show that the relationships of O3

with DM and MT are much weaker and less significant than with DT.
These results indicate that O3 in Chicago has become more dependent on the hot DT weather. This raises

concerns about the potential effect of awarmer climate in the future on O3 concentrations in the Chicago area,
as will be discussed in the next section.

3.2. Relationship of DT weather with atmospheric conditions

In order to understand what atmospheric conditions facilitate the formation of DT weather, we analyzed
the frequency distributions of the ten meteorological variables listed in Table 1 in DT weather and in non-
Fig. 7. The number of O3 days N70 ppb at each of the O3 monitoring sites versus the number of DT days in Chicago in the summertime
during the period 1990–2014.

Image of Fig. 7


Table 4
Pearson correlation between the number of high-O3 days and the number of DT days in the summertime in Chicago for the nine moni-
toring sites considered.

Site code Correlation between O3 N 70 ppb Days and DT days
(R is the correlation coefficient and p is the p-value)

1990–2014 1990–2004 2005–2014

17-031-0001 R = 0.576; p = 0.003 R = 0.129; p = 0.202 R = 0.794; p = 0.004
17-031-0032 R = 0.385; p = 0.057 R = 0.421; p = 0.134 R = 0.911; p = 0.000
17-031-1003 R = 0.300; p = 0.145 R = 0.538; p = 0.047 R = 0.471; p = 0.143
17-031-4002 R = 0.545; p = 0.005 R = 0.496; p = 0.071 R = 0.959; p = 0.000
17-031-7002 R = 0.447; p = 0.025 R = 0.400; p = 0.156 R = 0.944; p = 0.000
17-043-6001 R = 0.510; p = 0.009 R = 0.531; p = 0.051 R = 0.886; p = 0.001
17-089-0005 R = 0.393; p = 0.052 R = 0.606; p = 0.021 R = 0.765; p = 0.006
17-111-0001 R = 0.281; p = 0.174 R = 0.481; p = 0.082 R = 0.658; p = 0.028
17-201-2001 R = 0.265; p = 0.201 R = 0.569; p = 0.034 R = 0.710; p = 0.014
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DT weather. Using the daily mean values of these variables derived from the NASA MERRA datasets for the
Chicago area, the Gaussian fits of the frequency distributions were derived for each of the variables in DT
and non-DT weather in 1990–2014, 1990–2003, and 2004–2014. The results of the Gaussian fits are listed
in Table 6. To test if there is a significant difference between the frequency distribution of a
meteorological variable in DT weather and the distribution of the variable in non-DT weather, we employed

the z-statistic, z ¼ y1−y2ffiffiffiffiffiffiffiffiffiffiffiffi
S12
N1

þS22
N2

q , in which y1, S1 and N1 are the average, standard deviation, and sample size of the

variable in DTweather, respectively; y2, S2 and N2 are the average, standard deviation, and sample size of the
variable in non-DT weather, respectively. The results of two-sided z-tests are also listed in Table 6.

As noted in the table, for the 1990–2014 data seven of the 10 variables are significantly different (with p-
values b 0.05) in DT weather than in non-DT weather. They are H500, T500, U500 and V500 at 500 hPa, and
T10M, U10M, and V10M at 10 m. The 500 hPa geopotential height is a measure of the thickness of the atmo-
sphere below the 500 hPa level. The thickness of this layer is proportional to the average temperature of the
layer between the surface and 500 hPa (Holton, 1992). Therefore, significant differences in the atmospheric
conditions between DT and non-DT weather are essentially caused by changes in temperature and winds.
Specific humidity does not seem to vary significantly between DT and non-DT weather. Results for the
seven variables that demonstrate significant differences in their frequency distributions between DT and
non-DT weather (H500, T500, U500, V500, T10M, U10M, and V10M) are plotted in Fig. 8.

As shown in Fig. 8, temperatures (both T500 and T10M) arewarmer in DTweather than in non-DTweath-
er; H500, which is temperature-dependent, is also higher in DT weather. The increase of H500 is associated
with the formation of surface anticyclones, which produce clear-sky conditions and increase the probability
of DT weather during summer. Low H500 values, on the other hand, are associated with surface cyclones,
which produce clouds and precipitation and therefore do not facilitate the formation of DT weather. Fig. 9
shows that the number of DT days and the mean H500 are positively correlated. In the 25-year period from
1990 to 2014 of this study, no significant trend of H500 was found over the Chicago area. Other studies of cy-
clones over longer periods have shown significantly declined frequencies of mid-latitude cyclones in the
Northern Rockies from 1900 to 2000 (Knapp and Soulé, 2007) and across 40°–50° latitude in North America
over the 1980–2006 period (Leibensperger et al., 2008). Both the average summer temperatures and days
Table 5
Pearson correlation between the averageO3 95th percentiles among the nine sites and the number ofDMandMTdays in the summertime
in Chicago. R is the correlation coefficient and p is the p-value.

O3 and DM O3 and MT

1990–2014 1990–2003 2004–2014 1990–2014 1990–2003 2004–2014

R = 0.097 R = 0.454 R = 0.189 R = 0.188 R = 0.378 R = 0.060
p = 0.644 p = 0.102 p = 0.577 p = 0.367 p = 0.183 p = 0.860



Table 6
Statistical parameters for the Gaussian fits to the frequency distributions of meteorological variables in DT and non-DTweather in different
periods.

1990–2014 1990–2003 2004–2014

DT
N1 = 179
(y1±S1)

non-DT
N2 = 3646
(y2±S2)

p-Value DT
N1 = 75
(y1±S1)

non-DT
N2 = 2220
(y2±S2)

p-Value DT
N1 = 104
(y1±S1)

non-DT
N2 = 1426
(y2±S2)

p-Value

H500 (m) 5856 ± 59 5811 ± 74 0.000 5835 ± 73 5810 ± 77 0.003 5867 ± 44 5812 ± 72 0.000
T500 (K) 263.5 ± 3.1 262.8 ± 3.2 0.009 262.7 ± 3.0 262.8 ± 3.2 0.711 264.2 ± 3.1 262.9 ± 3.3 0.000
U500 (m/s) 7.2 ± 6.0 11.2 ± 7.8 0.000 7.8 ± 6.3 11.1 ± 7.9 0.000 6.7 ± 5.7 11.4 ± 7.5 0.000
V500 (m/s) 0.0 ± 6.6 −2.8 ± 6.6 0.000 0.1 ± 6.1 −2.6 ± 6.5 0.000 0.1 ± 6.9 −3.1 ± 7.0 0.000
Q500 (kg/kg) 0.8 ± 0.7 0.8 ± 0.9 0.603 1.0 ± 0.6 0.8 ± 0.9 0.017 0.7 ± 0.8 0.8 ± 0.9 0.129
H1000 (m) 130 ± 34 128 ± 41 0.490 137 ± 34 131 ± 41 0.121 125.1 ± 33.5 124.0 ± 39.5 0.749
T10M (K) 298.3 ± 4.0 295.4 ± 4.2 0.000 297.2 ± 3.8 295.3 ± 4.2 0.000 299.2 ± 3.8 295.5 ± 4.2 0.000
U10M (m/s) 1.6 ± 2.6 0.5 ± 2.9 0.000 2.1 ± 2.4 0.6 ± 2.9 0.000 1.2 ± 2.6 0.4 ± 3.0 0.003
V10M (m/s) 3.2 ± 2.9 0.1 ± 3.2 0.000 3.3 ± 2.8 0.2 ± 3.2 0.000 3.2 ± 3.0 0.1 ± 3.2 0.000
Q10M (kg/kg) 10.6 ± 3.4 10.4 ± 3.8 0.430 10.2 ± 3.2 10.3 ± 4.0 0.631 11.0 ± 3.5 10.6 ± 3.7 0.258
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above 95 °F are projected to increase in the next 50 years in the Chicago region (Pryor et al., 2014). As such,
the future frequency of DT weather in Chicago may increase.

DT weather is also shown to be associated with winds. Both the northward and eastward components of
the near-surface winds are significantly stronger in DT weather, indicating surface air blowing from the rela-
tively hot southwest region, which contributes to the development of DT weather. The occurrence of DT
weather is also shown to be negatively correlated with the mean zonal wind speed at 500 hPa (see Fig. 10).
Fig. 8. Frequency distributions of meteorological variables (T500, U500, V500, H500, T10M, U10M and V10M) in summertime in Chicago
onDT days and non-DT days in 1990–2003 and in 2004–2014. The distributions on DT days in 2012 are shown as green dashed lines. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Image of Fig. 8


Fig. 9. The number of DT days versus the mean geopotential height of 500 hPa in May-to-August over Chicago, in which R is the Pearson
correlation coefficient of the two time series.
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The average speed of U500 is 4.0m/s slower in DTweather than in non-DTweather. Slowermean zonalwinds
aloft (U500) result in slower progression of the Rossby waves, which consequently leads to more stagnant
surface weather conditions (Holton, 1992). This facilitates the formation of hot DTweather. Under conditions
of an enhanced greenhouse effect, especially enhanced Arctic warming relative to themid-latitudes, there has
been a growing thickness of the 1000-to-500 hPa layer and slower wind speeds aloft from 1970 to 2010 in
mid-latitude regions (Francis and Vavrus, 2012). In this study, the average U500 wind speed in DT weather
in 2004–2014 was 1.1 m/s weaker than that in 1990–2003, but the decrease of U500 is not significant (p-
value = 0.115). However, future climate change may bring more significant changes in the air flow aloft.
The Midwest region is projected to experience weaker winds aloft (Winkler et al., 2014).

The differences between theDT and non-DT frequency distributions are greater in the later 2004–2014 pe-
riod than in the earlier 1990–2003 period (Fig. 8). The non-DT distributions show no discernable differences
between the two periods. The DT distributions, on the other hand, indicate warmer average T500 and T10M
andhigherH500 in the latter period (p valuesb 0.05). The averageH500 inDT not only became32mhigher in
2004–2014 but also showed smaller standard deviation.

The distributions for 2012 (the green dashed lines in Fig. 8) show that the extraordinarily hot year of 2012
was associated with even weaker U500 wind. An anticyclone that formed in Mexico moved north into the
central U.S. in June 2012. Because of the weak steering U500 winds aloft, the anticyclone then was trapped
in the central U.S., including the Chicago area (Hoerling et al., 2014). The air was stagnant, as shown by the
slow near-surface V10M. The average V10M in DT was 2 m/s weaker in 2012 than in other years (Fig. 8).
The hot, cloud-free conditions produced by the anticyclone extended and resulted in the observed 35 DT
days in the Chicago area. Consequently, the mean O3 value in DT weather was also higher in 2012 than the
mean in 2004–2014 (Fig. 11). Fig. 11 also confirms that O3mixing ratios in DTweather are significantly higher
than in non-DTweather; the chances of O3 exceeding 70 ppb (represented by the area under the curves to the
right hand side of the orange line) are also significantly higher in DT than in non-DT weather. Hot summers
like 2012 are expected to become more common in the future due to increasing temperature and weaker
500 hPa winds. This will greatly increase the chances of high O3 events.
Fig. 10. Same as Fig. 7 but for the number of DT days versus the mean zonal wind speed at 500 hPa.

Image of Fig. 9
Image of Fig. 10


Fig. 11. Similar to Fig. 8 but for O3 concentrations. The orange vertical line marks the 70 ppb NAAQS O3 value.
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4. Discussion and conclusions

In this studywehave described the ground-levelO3 concentration variability and its relationshipwith syn-
optic weather conditions in summer months from May to August during the period 1990–2014 in Chicago.
The SSCmethod, by taking into account surface weather conditions such as temperature, humidity, and pres-
sure, provides a very convenient and useful discriminator of O3 concentrations. Among the six different types
of SSCweather, O3 concentrations are highest in DTweather, althoughDToccurrence is the least frequent. The
summertime O3 95th percentile has become increasingly correlated with the occurrence of DT weather since
around 2003/2004.

This study also demonstrates that DTweather (which is closely associatedwith highO3 events) iswell cor-
relatedwithweather conditions aloft. The increase in the number of DT days is associatedwith the increase of
500 hPa geopotential height (H500) and slower zonal wind speeds at 500 hPa (U500). In addition, the ob-
served enhanced warming in the Arctic region relative to the mid-latitudes (the so-called Arctic Amplifica-
tion) has been linked to weaker zonal upper-level flow and slower progression of Rossby waves at 500 hPa,
which in turn may cause more frequent extreme weather conditions such as drought and heat waves
(Francis and Vavrus, 2012). Under the effect of future climate change, H500 is projected to increase and
U500 to decrease in theMidwest region (Winkler et al., 2014),whichmay result in the increase of DTweather
in Chicago.

We employ a linear regression model to analyze the relationship between O3 and DT weather separately
for the two periods 1990–2003 and 2004–2014. The results indicate that there was a greater contribution of
DT weather to O3 concentrations in the period 2004–2014 than in 1990–2003. The variation in O3 seems to
have become more strongly associated with DT weather conditions in 2004–2014 than in 1990–2003. We
think there are two reasons for this. One is that the O3-NO2 relationship was weaker in 2004–2014 than be-
fore. Jing et al. (2014) showed that O3 became insensitive to NO2 in about 2008/2009, especially for high O3

concentrations (N75 ppb). Another reason is that, as the climate becomes progressively warmer, tempera-
ture-related variables (i.e., H1000, T10M, H500, and T500) becomemore dominant in determining the occur-
rence of DT weather, and temperature is highly correlated with O3. Both reasons result in a stronger O3–DT
correlation in the more recent period 2004–2014.

The combined effects of increasing greenhouse-gas emissions, climate change, and globally enhanced O3

suggest a strong likelihood of increasing O3 concentrations in the U.S. in the future. Using a regional coupled
chemistry-transportmodel, Pfister et al. (2014) estimated that the 95th percentile for daily 8-hour-maximum
surface O3 would increase from 79 ppb to 87 ppb by 2050 under the IPCC A2 scenario. Tao et al. (2007)
projected an increase of about 4% in U.S. Midwest average O3 concentrations under the IPCC A1Fi scenario.
Murazaki and Hess (2006) projected that about 12 additional days per year would exceed 80 ppb by the
end of the century. The results of this present study suggest that because O3 has become increasingly corre-
lated with DT weather, and because Chicago is projected to become warmer in the future, O3 concentrations
will also increase in Chicago.

The US EPA has tightened the NAAQS standard for O3 from 75 ppb to 70 ppb (US EPA, 2015). Based on this
present work, which shows that O3 is becoming increasingly dependent on DT weather, and previous work,
which demonstrated that O3 in Chicago is no longer NOx-sensitive (Jing et al., 2014), the ability to achieve fur-
ther decreases in O3 concentrations through NOx emission control in Chicago is reduced. This ability will be

Image of Fig. 11
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further inhibited should awarmer climate prevail in the future. Emissions of NOx are predicted to increase due
to greater energy consumption for summertime cooling (Hadley et al., 2006; Lin et al., 2007; Lin et al., 2010;
McDonald et al., 2012). This will have the effect of reducing O3 concentrations, as O3 has become VOC-limited
in Chicago. However, because VOC emissions from both biogenic and anthropogenic sources are also predict-
ed to increase, the overall effect of a warmer climate will still enhance ozone concentrations (Lin et al., 2007;
Lin et al., 2010). Thiswill further contribute to the stronger correlation between O3 and temperature.We con-
clude that it will be extremely challenging for Chicago to attain the 70 ppb O3 NAAQS level.

The ability to project the long-term O3 trend in cities is important for the protection of public health. The
strong O3–DT correlation demonstrated in this paper provides a potentially convenient tool for local policy
makers to design action plans against expected O3 pollution in a warmer future climate (without having to
conduct complex chemistry-transport modeling). Our future work will examine the relationship between
O3 and DT weather in other U.S. cities. We will also establish a statistical model to predict future O3 trends
using the O3–DT relationships by making use of downscaled climate forecasts for weather variables after
the climate modeling community hasmade them available both at the surface and aloft, especially at 500 hPa.
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