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Summary. In this paper locally D-optimal designs for the logistic regression model
with two explanatory variables, both constrained to be greater than or equal to zero,
and no interaction term are considered. The setting relates to dose-response exper-
iments with doses, and not log doses, of two drugs. It is shown that there are two
patterns of D-optimal design, one based on 3 and the other on 4 points of support,
and that these depend on whether or not the intercept parameter Jy is greater than
or equal to a cut-off value of —1.5434. The global optimality of the designs over
a range of By values is demonstrated numerically and proved algebraically for the
special case of the cut-off value of (.
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1 Introduction

Logistic regression models with two or more explanatory variables are widely
used in practice, as for example in dose-response experiments involving
two or more drugs. There has however been only sporadic interest in opti-
mal designs for such models, with the papers of [Sitter and Torsney (1995)],
[Atkinson and Haines (1996)], [Jia and Myers (2001)], [Torsney and Gunduz
(2001)] and [Atkinson (2006)] and the thesis of [Kupchak (2000)] providing
valuable insights into the underlying problems. In the present study a simple
setting, that of the logistic regression model in two explanatory variables with
no interaction term, is considered. The variables are taken to be doses, and
not log doses, of two drugs and are thus constrained to be greater than or
equal to zero. The aim of the study is to construct locally D-optimal designs,
and in so doing to identify patterns in the designs that may depend on the
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values of the parameters in the model, and in addition to demonstrate the
global optimality of these designs both numerically and algebraically.

2 Preliminaries

Consider the logistic dose-response model defined by

logit(p) = fo + Bid1 + Pads

where p is the probability of success, (g, 1 and B2 are unknown parameters
and d; and dy are doses, not log doses, of two drugs such that d; > 0 and
ds > 0. Responses are assumed to increase with dose for both drugs and the
parameters $; and (o are thus taken to be greater than 0. In addition, from
a practical point of view, the response at the control d; = ds = 0 is assumed
to be less than 50% and the intercept parameter 3, is accordingly taken to be
less than 0. Note that, without loss of generality, the model can be expressed
in terms of the scaled doses z; = ($1dy and 2o = (Bads as

logit(p) = Bo + 21 + 22 with z; > 0 and 25 > 0. (1)

Then the information matrix for the parameters 5 = (0o, 01, 02) at a single
observation z = (z1, z2) is given by

o 1z oz
M(B;2) = g(2)g(2)" = m 21 2 2120
zZ9 Z122 Z%
where g(z) = ﬁ(1721,22) and u = By + 21 + 2.

Consider now an approximate design which puts weights w; on the distinct
points z; = (214, 22;) for i = 1,...r, expressed as

€= {(211;221)7 RN (eraZ2r)} where 0 < w; <1 and Zwl - 1.

w1, ey Wy 2
i=1
Then the attendant information matrix for the parameters § at the design € is
T
given by M (0;¢) = Z w;g(2:)g(2;)T. In the present study locally D-optimal
i=1

designs, that is designs which maximize the determinant of the information
matrix at best guesses of the unknown parameters 3y, 31 and (s, are sought
[Chernoff (1953)].

3 D-optimal designs
3.1 Designs based on 4 points

Consider a 4-point design denoted by £F and given by
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e = { (—=u = B0,0) (0, —u — Bo) (u — Bo,0) (0,u — fo) }
f w w % —w % —w
with 0 < u < —fy. The support points lie on the boundary of the design space
on lines of constant, complementary u-values and the allocation of the weights
is based on symmetry arguments. Note that the constraint on w ensures that
the doses are positive. The determinant of the associated information matrix
is given by

ey 280 w(1 = 2w){(u — Bo)? + 8Bouw}
|M(ﬂ’£f)‘* (1+eu)6

and is maximized by setting its derivatives with respect to w and u to zero
and solving the resultant equations simultaneously. Specifically, the optimal
weight satisfies the quadratic equation

48 Bouw? + 4(u? — 66ou + B3)w — (u — By)* =0

together with the feasibility constraint 0 < w < % and is given uniquely by

o —u+6ufy — 53 + \/u? + 148ou + 32
w = .
24ﬁ0u

It then follows that the optimal u value, denoted by u*, satisfies the transcen-
dental equation

u?(3+3e" +2u —2ue®) + B2 (1 +e" +2u—2ue*) +a(l+e* +u—ue*) =0 (2)

where a = \/u* + 1482u% + (3;, together with the constraint 0 < u < —f3,.
Equation (2) cannot be solved explicitly, only numerically, but it is neverthe-
less instructive to examine the dependence of the optimal values of v and w
on fy. Values for u* and w* for selected values of 3y are presented in Table 1.
Note that u* decreases monotonically with 3y, that for a value of 5y = —10

Table 1. Values of v* and w* for selected By for 4-point designs

Bo -5 -4.5 -4 -3.5 -3 -2.5 -2 -1.55

v* 1.292 1.306 1.323 1.346 1.376 1.418 1.474 1.542

w* 0.1975 0.1934 0.1888 0.1838 0.1785 0.1731 0.1686 0.1667

the probability of a success at the control d; = do = 0 is very small (of the
order of 4.5 x 107%) and that there is a cut-off value of 3y, approximately
equal to —1.5434, above which the optimal doses —u* — 3y become negative.
This latter result is discussed in more detail in Sect. 3.3.
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The global optimality or otherwise of the proposed D-optimal designs
can be confirmed by invoking the appropriate Equivalence Theorem (see
[Atkinson and Donev (1992)]) and, specifically, by proving that the directional
derivative of the log of the determinant [M(3;¢)| at £F in the direction of
z = (21, z2), written (b(g;, z,3), is greater than or equal to 0 over the design
space. In fact 4-point designs of the form {f were shown to be globally D-
optimal numerically for a wide range of By values less than —1.5434. As an
example, consider gy = —4. The proposed D-optimal design is given by

¢ = (2.677,0) (0,2.677) (5.323,0) (0, 5.323)
£~ 0.1888 0.1888 0.3112 0.3112

and the directional derivative by

X . 3.955e iRt (18.817 — 82 — 8z + 22 + 22 + 170121 29)
¢(§f’z’ﬂ) =3 - (1 + €—4+z1+22)2 :

A careful search of the values of ¢(§]*c, z, 3) over a fine grid of points z = (21, 22)
in the region [0,10] x [0,10] indicated that the design £ is indeed globally
D-optimal and the 3-dimensional plot of (;5(5}, z,[3) against z; > 0 and 29 > 0
given in Figure 1(a) illustrates this finding. An algebraic proof of the global D-
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Fig. 1. Plots of the directional derivative ¢(¢, z, 3) against z; and z2 for model (1)
with (a) Bo = —4 and (b) Bo = —1.

optimality or otherwise of the proposed 4-point designs was somewhat elusive,
the main problems being that the weights assigned to the support points are
not equal and that the optimal u value cannot be determined explicitly. A
strategy for the required proof is indicated later in the paper.

3.2 Designs based on 3 points

For values of By > —1.5434, the 4-point designs described in the previous
section are no longer feasible and it is appealing to consider candidate D-
optimal designs which put equal weights on the three support points (0, 0), (u—
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Bo,0) and (0,u — By) where u > By. The determinant of the standardized
information matrix for the parameters 3 at such a 3-point design, denoted by
&, is given by

B (’LL _ ﬁo>4€ﬂ0+2u

©27(1 4 ePo)2(1 4 eu)d

and the value of u maximizing this determinant satisfies

|M(B; )|

OIM(B€0)| _ (u—fo)*(2— fo +2¢" + Boe™ +u—ue) _
ou - 27(1 + €P0)2(1 + e)® =u.

The solution v = [y is not meaningful since the resultant design comprises
the single point (0,0). Thus the value of u for which |M(5;&;)] is a maximum
satisfies the equation

2 — fBo+ 2e" + Boe" +u —ue* =0 (3)

Numerical studies indicate that there is a unique solution to (3) for values of
u > [y, say u*, but this solution does not have an explicit form. Values of u*
for selected values of 3y are presented in Table 2.

Table 2. Values of u* for selected By for 3-point designs

Bo -1.5434 -1.5 -1.25 -1 -0.7%5  -0.5 -0.25 0

u* 1.5434 1562 1.674 1.796 1.930 2.075 2.231 2.399

The global D-optimality or otherwise of the candidate designs can be con-
firmed by demonstrating that the directional derivative ¢(&f, z, 3) is greater
than or equal to zero for all points z in the positive quadrant. This check was
performed numerically for selected values of 3y in the range —1.5434 to 0 us-
ing a fine grid of points in the region [0, 10] x [0, 10] as outlined for the 4-point
designs of the previous section. For example, consider 3y = —1. The proposed
3-point D-optimal design puts equal weights on the points (0,0), (0,2.796)
and (2.796,0), the directional derivative is given by

b2 ) =3 5.095e 12172209 995 — 2.142(21 + 29) + 0.76621 20 + 27 + 23}
tr~ — 9

(1 + 671+21+Z2)2

and the 3-dimensional plot of ¢(&f, z, 3) against z; > 0 and z3 > 0 shown
in Figure 1(b) indicates that the design is indeed globally optimal. For Gy >
—1.5434, confirming the global optimality or otherwise of 3-point designs of
the form & algebraically is not straightforward however, in particular since the
support points of the proposed designs are not associated with complementary
u values.
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3.3 A special case

The 4-point design introduced in Sect. 3.1 with optimal u value, u* = —fy,
reduces to the 3-point design which puts equal weights on the support points
(0,0), (—255,0) and (0, —20%) where 8§ satisfies the equation

14 By + e — By’ =0 (4)

for By < 0. In other words 5 ~ —1.5434 and the 3-point design of interest,
denoted by &3, is given by (0,0),(3.0868,0) and (0,3.0868). Note that the
support points are associated with the complementary w values, £35. The
design with u* = —fy = —fB§ can be shown to be globally D-optimal as
follows.

Theorem 1. Consider the logistic regression model in two variables defined
by (1) with uw* = o = B;. Then the 3-point design & which puts equal weights
on the support points (0,0), (—2065,0) and (0,—206F) is globally D-optimal.

Proof. Assume that Sy = 5. Then the directional derivative of In|M(5;€)]
at & in the direction of a single point 2 = (21, z2) is given by

¢(§* Py ﬁ) _ 3_3€BO+21+22 (1 + 660)2 Qﬁg + Z% + Z% + Z1292 + 260(,21 + 2:2)
gr ePo (1 4 ePotzl+22)2 2 32 .

Further, since u; = Bp + 21 + 2o implies zo = uy — By — 21, the directional
derivative can be reexpressed as

et (1+e%)? {5(2) +uf + (Bo — ur)er + 27 } (5)
efo (1 4 eu1)? 2 32

with 0 < 21 < u; — fo. It now follows from the Equivalence Theorem for
D-optimal designs that the design 7 is globally D-optimal provided the con-
dition ¢(&}, z, ) > 0 holds. Consider u; fixed, i.e. consider points z on a line
of constant logit. Then ¢(&}, z, 8) given by (5) is proportional to the quadratic
function f(z1) = B2 + u? + 21(Bo — u1) + 22 which has a unique minimum
at z; = Y250 Therefore, the maxima of f(z;) within the design space are
located at the boundary points z; = 0 and z; = u; — Bp. Thus the minima
of the directional derivative ¢(&;, 2, 3) for all points z in the positive quad-
rant occur on the boundaries z; = 0 and 25 = 0. Now on setting z; = 0 or
21 = up — fp in (5), the inequality ¢(&}, z, ) > 0 reduces to

e (b en)? | (6 + ud)
eul (]_ +650)2 = ﬁg ' (6)

This condition, together with the fact that [y satisfies equation (4) and thus
Bo = 03, is precisely the condition which emerges in invoking the appropriate
directional derivative to prove the global optimality of the D-optimal design
for a logistic regression model with one explanatory variable. Thus it follows
immediately from that setting that condition (6) holds for all u; € IR and
thus, in the present case, for all feasible u; > 35.

(&t 2, 8) =33
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The framework of the above theorem can be used to devise a strategy for
proving the global D-optimality of the candidate 3- and 4-point designs dis-
cussed in the earlier sections.

4 Conclusions

The main aim of the present study has been to construct locally D-optimal
designs for the logistic regression model in two variables subject to the con-
straint that the values of the variables are greater than or equal to zero. In
particular it is shown that the designs so constructed depend on the parame-
ters 81 and (B2 of model (1) only through the scaling of the two explanatory
variables but that the basic pattern of the designs is determined by the in-
tercept parameter By. Specifically, if By < 5§ where (G satisfies equation (4)
then the D-optimal design is based on 4 points of support located on comple-
mentary logit lines, whereas if G5 < By < 0 then the design comprises 3 points
including a control. The global D-optimality of the designs for a wide range
of By values was demonstrated numerically but was only proved algebraically
for the case with By = 3§. The broad strategy used in the proof for the latter
setting, that is in Theorem 1, should be applicable to all D-optimal designs
reported here. However the extension is not entirely straightforward and is
currently being investigated.

There is much scope for further work. In particular there is a need to
relate the D-optimal designs constructed here to the geometry of the de-
sign locus as elucidated in [Sitter and Torsney (1995)], to the “minimal”
point designs developed in [Torsney and Gunduz (2001)] and to the results
of [Wang et al. (2006)] on Poisson regression. In fact the work reported here
forms part of a larger study aimed at identifying patterns and taxonomies
of designs for the logistic regression model in two variables both with and
without an interaction term and with a range of constraints on the variables.
Finally it would be interesting to extend the design construction to accom-
modate other criteria and, following [Torsney and Gunduz (2001)], to logistic
regression models with more than two explanatory variables.
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