Part III.  Probability – Chapters 13 & 14

Chapter 13.  What Are the Chances?

Key Terms 

Chance – Gives the percentage of time it is expected to happen, when the basic process is done over and over again, independently and under the same conditions.

Probability – The measure of the likelihood that a given event will occur.

Conditional Probability – The probability of an event, given that some other event has occurred.

Unconditional Probability – The probability of an event, which depends on no other event.

The Multiplication Rule – Finds the chance that two events both happen.  More specifically, the chance that two things will both happen equals the chance that the first will happen, multiplied by the chance that the second will happen given that the first has happened.

Independence – Two events are independent if the chances for the second given the first are the same, no matter how the first one turns out.

Dependence– Two events are dependent if the outcome of one event depends on the outcome of the other event.

Key Formulas

Do an experiment. The set of all possible outcomes is O. An EVENT is any subset A of O. An even is a collection of possible outcomes.

1. Assuming that each outcome is equally likely, the probability of A, written P(A) is 
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2. We always have 0 <=P(A)<=1. Probabilities are always between zero and one.

3. The probability of the opposite event, not A, written A^c, is P(A^c)=1-P(A).

4. The probability of “either A occurs OR B occurs, OR BOTH occur” is 
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5. The SUM RULE:  A and B are MUTUALLY EXCLUSIVE if they cannot occur together. One can happen, or the other can happen, but they can’t both happen at the same time. When they are mutually exclusive P(A_or_B)=P(A)+P(B).

6. The MULTIPLICATION RULE: A and B are INDEPENDENT if P(A AND B)=P(A) X P(B).

7. The probability of A given that B has occurred is written P(A|B).                         P(A|B)=P(A AND B)/P(B).  A and B are independent if and only if P(A|B)=P(A).

ON CHANCE

Suppose you are at the casino and are playing a game of roulette.  A players’ guidebook informs you that your chance to win one game of roulette, betting on the color red, is 47%.  Then this tells you over time you should expect to win 47% of the total games played.  Note that I must assume that each game is played independently and under the same conditions.  Another example:  you and your brother are arguing about who will drive the car today. To be fair you play a game of chance: a coin is tossed and if it is tails you get to drive the car and if it shows heads then it is your twin brother who gets to drive the car.  With one toss, the chance that you will have the car is 50%, obviously because there are only two of you.  If you were to play this game everyday with your brother, in the long run you would expect to have the car about 50% of the time.  This is what we mean by chance.  In all cases, chances are between 0% and 100%.  If there is no chance that something will happen, it happens 0% of the time.  On the other hand, if something is sure to happen, then it happens 100% of the time.   Also, the chance of something equals 100% minus the chance of the opposite thing.

ON PROBABILITY

Now we will turn our discussion to probability.  Above we defined probability as the measure of the likelihood that a given event will occur.  In some instances the words chance and probability are interchangeable.  For example, one could say the chance of winning or the probability of winning, in which you are asking the same thing.  However, in some cases the words are not interchangeable, just as in De Moivre’s definition of probability, found on page 224 of the text.  He defines probability to be a fraction in which the numerator is  “the number of Chances whereby an Event may happen” and the denominator is “the number of Chances whereby it may either happen or fail”.  In addition, the way these two things are expressed is typically different:  the measure of likelihood (the probability) is given as a ratio and chance is given as a percentage.  However, don’t let this mislead you because, although defined differently, realize the ratio of likelihood of an event is the percentage that it will happen over time.

 After having distinguished between chance and probability, how do we figure out the probability of a certain event occurring?  Just as De Moivre defined, the probability of an event occurring is the number of chances it can happen divided by the number of chances where it may happen or fail.  We refer to the number of chances where it may happen or fail as total chance.   Also, in this context we could substitute the word chance(s) with way(s).  Notice that finding the number of chances is like counting the number ways the event could occur.  Our formula is:

The probability of an event = the number of chances/total chances

Before we do some examples, one more thing needs to be mentioned:  when an item is drawn at random from a box, all the items in the box have the same chance of being picked.  For examples 1–3 assume that I am picking one at random.  

Example 1

A box contains the letters A to Z of the alphabet.  What is the probability of picking the letter B? 

Solution
Our event is picking the letter B.  First let’s find the numerator of the ratio.  The numerator is the number of chances and so pertaining to this example, it would be the number of chances I have to pick a B.  Being that there is only one B in the alphabet, I have only one chance or there is only one way to get a B.  Next, the denominator, which is the total chance of the event happening and failing.  If the event happens, I have picked the letter B and if the event fails this means I picked a letter other than B. Figuring there are 26 letters in the alphabet I have one chance at picking the letter B and 25 chances of not picking the letter, giving a total of 26 chances.  Or in other words, there is one way to pick the letter B and 25 ways to not pick the letter B.  Therefore, the probability of picking the letter B is 1 in 26. The ratio equals:
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Example 2

What is the probability of drawing the number 6 from a box containing the numbers 1 to 100?

Solution

There is only one 6 in the box and so there is one chance that the event will happen.  There are a total of 100 chances of picking a 6 and failing to pick a 6 and so the probability of picking the number 6 is one in one hundred (1/100).  The chance of not picking number 6 is ninety-nine out of one hundred (99/100).

Example 3

What is the probability of picking an orange from a basket containing 60 fruits?  Ten of them are apples and the rest are oranges.

Solution

Since 10 of the fruits are apples and there are 60 in total, there most be 50 oranges.  Therefore, the probability is 50/60, which reduces to 5/6. 

MORE ON PROBABILITY

The above are examples are simple probabilities:  in each example we picked one number or one letter or one piece of fruit.   Now let’s say I pick two times instead of one.  Applying to example 3, I could now ask what the probability of picking an orange on the 2nd draw is given that I picked an apple on the 1st draw.  This is a now a conditional probability since a condition has been put on that first draw: it must be an apple.  To answer the question, think of how things changed.  You drew an apple on the first pick, and so there are still 50 oranges left, but now with one apple missing the total number of fruit has changed: instead of 60 in total there are 59 and so the probability would be 50/59.  Notice your chances increase slightly.

What happens if, referring to example 1, I asked what is the probability of, if drawing twice, picking the letter B and then C?   For this kind of question we need to be familiar with the multiplication rule.  Again, the multiplication rule states that the chance that two things will both happen equals the chance that the first will happen, multiplied by the chance that the second will happen given that the first has happened.  With the multiplication rule, two things could happen.  The two events are either independent or dependent.  If the events are independent we say that the events are equally likely, which also corresponds to drawing at random with replacement.  If there are conditions, we say the two events are dependent, which corresponds to drawing at random without replacement.  Therefore, to answer the above question, we need to know whether we are drawing with or without replacement.  First we will consider drawing with replacement  (also assume at this point things are drawn at random).  Since we replace the letter we draw, each drawing of a letter is equally probable and so we say the events are independent.  If two things are independent, the probability that both will happen equals the product of their unconditional probabilities.  Then applying the multiplication rule, the probability we will draw (with replacement) a B and then a C is 1/26 x 1/26.  Now if we do not replace our letters, after the first drawing (assuming I drew a B) there are only 25 letters in total.  Therefore, using the multiplication rule again, the probability of drawing (without replacement) a B and then a C is 1/26 x 1/25.  This is an example of a conditional probability.  I have summarized in the figure below.  

P(A and B)

Multiplication rule

[image: image1.wmf]O

in

outcomes

of

number

A

in

outcomes

of

number

A

P

_

_

_

_

_

_

_

_

)

(

=


Are

A and B

Independent?

[image: image12.wmf]




No




Yes

P(A and B) = P(A)·P(B|A)





P(A and B) = P(A)·P(B)

Having all explained all the needed concepts, here are more examples:

Example 5

What is the probability of drawing a 5 and then a 10 from a deck of 52 cards?

Solution

There are four 5’s in the deck.  In the first drawing, the probability of choosing a 5 is 4 out of 52.
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The chance of drawing a number 10 is 4 out of 51.  There are 51 cards left now because the 5 has already been drawn.  Therefore, the probability of drawing a 5 and then a 10 is
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Example 6, Pg. 235, # 8

Solution

(a) The probability of rolling 3 or more on one roll is 4/6.  To find the probability of rolling    

                   3 or more on four rolls, apply the multiplication rule since the outcome of each roll is 

                   independent of the other rolls.  The answer is (4/6)4.

(b) The probability that none of rolls show 3 or more spots means that they show either 1 or    

      2 spots.  The probability of showing a 1 or a 2 in one roll is 2/6.  The probability of 

      showing a 1 or a 2 in four rolls is (2/6)4.  Again, the multiplication rule was applied 

      because the outcome of each roll is independent from the outcomes of the other rolls.

(c) Finding the probability that not all the rolls show 3 or more spots is the exact opposite

      of part a).  Therefore, subtract

 1 – (Probability that all rolls show 3 or more spots)

Note:  in regards to the solution of part (c) of the above example, we mentioned in the beginning of this chapter that the chance of something equals 100% minus the chance of the opposite thing.  The same applies to probabilities, but since with probabilities we use ratios, 100% translates to the number 1.  Then the probability of an event equals 1 – (the chance of the opposite event).  The opposite of not all rolls show 3 or more spots would be all rolls show three spots.

Example 7, Pg. 235, #9

Solution
(a) When a fair die is rolled, each of the six faces is equally likely to come up.  The chance of getting a six is 1/6.  Since the die is rolled ten times, the chance of getting 10 sixes is (1/6)
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(b) The chance of not getting 10 sixes is the opposite of getting 10 sixes.  As a result, subtract
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(c) The chance that one roll will show a 5 or less is five out of six.  The probability that all the rolls will show a 5 or less is 
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REVIEW EXERCISES EXAMPLES: page 234

#2. 2 cards dealt off the top of a deck. You win $1 if the first is a King. This has a chance of 4/52. You win $1 if the first is a King and the second is a queen. The first option has more ways of happening and so has a bigger chance. In fact

P(1st is K and 2nd is a Q)=P(2nd is Q| 1st is K)xP(1st is K)=4/51 x 4/52. This is MUCH less than 4/52.

#4. P(1st is Ace and 2nd is Ace….and 4th is Ace and 5th is K)=4/52 x 3/51 x 2/50 x 1/49 x 4/48.

#5. P(draw an 8 | draw a white ticket)= 1/3, but P(draw an 8)= 2/6=1/3 so the added information that it was a white ticket is irrelevant in the chances you get an 8. So 8 and white are independent. Now do the same for the others.

#8. A die is rolled 4 times.

(a) P(all rolls show 3 or more spots)= P(each roll shows 3 or more)^4= (4/6)^4.

(b) P(none of the rolls show 3 or more)= P(each shows 2 or less)^4=(2/6)^4. NOTICE that this is NOT 1-(4/6)^4.

(c) P(not all rolls shows 3 or more) = 1- (4/6)^4. This is the opposite event of part (a).
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