-boxplots of rainfall in each category of the dichotomous explanatory variables 

(Yes or No for Seeding) Figure 5.1-boxplots pg. 78 Also includes R commands
-scatterplots of rainfall against each of the continuous explanatory variables

(time, S-Ne, criterion, cloudcover, prewetness) Figure 5.2-scatterplots p. 79 

Also includes R commands
-these show evidence of outliers

-can find row names by: 

R.rownames(clouds)[clouds$tainfall%in%c(bxpseeding$out,+bxpecho$out)]

-outliers could cause problems
Fitting a Linear Model

-consider a model that allows interaction terms for seeding with each of the covariates except time

R>clouds_formula<-rainfall~seeding*(sne+cloudcover+prewetness+echomotion)+time

-design matrix can be computed by

R>Xstar<-model.matrix(clouds_formula,data=clouds)
-various strategies for extracting components of the fitted model, you can get the estimates of these, which are called beta (hat, starred) using R commands on bottom of p. 79

-results of linear model fit show interaction of seeding with S-Ne affects rainfall a great deal Figure 5.3 p. 80
-Plot shows relationship b/w rainfall and S-Ne for seeding and non-seeding days Figure 5.4 p. 82, R commands also on that page
-for smaller S-Ne values, seeding produces more rainfall than no seeing, it produces less for larger values of S-Ne

-cross-over happens at approx. S-Ne=4, thus seeding best carried out when S-Ne less than four

-we now look at effects of outliers on results (esp. since small # of observations)

Regression Dynamics

-estimated residuals: differences b/w observed values of response and fitted values of response

-estimated residuals are great tool for examining influence of outliers and checking assumptions of the multiple regression model, such as constant variance and normality of error terms)

-Most useful residuals plots

1. against each explanatory variable in the model…presence of non-linear relationship may suggest that a higher-order term in the explanatory variable should be considered

2. against fitted values….if variance seems like its going up with predicted value, you may need to do a transformation of the response variable

3. normal probability plot…residuals should look like sample from a standard normal distribution…plot of ordered residuals against expected order stats. from normal distributions checks this assumption

-Residual Plot Figure 5.5 p. 84, R commands on p. 83
-Normal probability plot (Q-Q) of residuals Figure 5.6 p. 85, R commands on p. 85
-Both the above plots show that observations 1 and 15 are extreme

-another useful tool: index plot of Cook’s distances for each observation

-definition/formula for Cook’s distances p.84

- values for Cook’s distances look at impact of observations on the estimated regression coefficients

-Cook’s distances bigger than 1 say that the particular observation has too much influence on the estimated regression coefficients
-index plot for Cook’s distances Figure 5.7 p. 86, R command also on that page
-observations 2 and 18 have too much influence, but not the previous outliers 1 and 15!
